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Abstract—Large language models (LLMs) have demonstrated
revolutionary capabilities in understanding complex contexts
and performing a wide range of tasks. However, LLMs can
also answer questions that are unethical or harmful, raising
concerns about their applications. To regulate LLMs’ responses
to such questions, a training strategy called alignment can help.
Yet, alignment can be unexpectedly compromised when fine-
tuning an LLM for downstream tasks. This paper focuses on
recovering the alignment lost during fine-tuning.

We observe that there are two distinct directions inherent
in an aligned LLM: the aligned direction and the harmful
direction. An LLM is inclined to answer questions in the aligned
direction while refusing queries in the harmful direction.
Therefore, we propose to recover the harmful direction of
the fine-tuned model that has been compromised. Specifically,
we restore a small subset of the fine-tuned model’s weight
parameters from the original aligned model using gradient
descent. We also introduce a rollback mechanism to avoid
aggressive recovery and maintain downstream task perfor-
mance. Our evaluation on 125 fine-tuned LLMs demonstrates
that our method can reduce their harmful rate (percentage of
answering harmful questions) from 33.25% to 1.74%, without
sacrificing task performance much. In contrast, the existing
methods either only reduce the harmful rate to a limited extent
or significantly impact the normal functionality. Our code is
available at https://github.com/kangyangWHU/LLMAlignment

1. Introduction

Large language models (LLMs) have become one of
the most influential machine learning techniques. Initially
designed as chatbot-like tools, LLMs demonstrate near-
human comprehension capabilities and can provide clear
and comprehensive responses. Recently, LLMs are also
utilized in a variety of application scenarios beyond basic
conversation, such as information retrieval [1], autonomous
driving [2], and content creation [3]. While powerful, LLMs
are susceptible to misuse. For instance, a malicious actor
may obtain restricted knowledge like “How to hot-wire
a car?”’ by asking LLMs, lowering the barrier to illegal
activities. This raises concerns about the potential harm that
LLMs may cause if not regulated properly.

Problem: To prevent the malicious use of LLMs, a training
strategy known as alignment [4], [5] is developed to align
LLMs with human values. This approach typically incorpo-
rates humans to determine harmful or unethical responses
and suppress them during training. Trained in this way, an

LLM will refuse to answer unethical or harmful questions.
For example, when asking an aligned LLM how to hot-wire
a car, it will respond with “I cannot assist with that” instead
of providing related information.

Despite the high cost to establish, the alignment of
LLMs is vulnerable to fine-tuning (a common, affordable
strategy to optimize an LLM with domain-specific datasets
for downstream tasks). Recent research [6] observes that
fine-tuning, with or without harmful data, can sabotage
the alignment. In this paper, we present a study in §3.2,
aiming to affirm those observations. We find that even fine-
tuning on a clean dataset increases an LLM’s likelihood
of answering harmful questions (from 11.7% to 21.3%).
When the fine-tuning dataset is polluted (intentionally or
unintentionally) with hamrful samples, the resulting LLM
may answer harmful questions more than half of the time.

Literature: One line of methods aim to mitigate the prob-
lem above by intervening in the fine-tuning process to pre-
serve alignment [7], [8], [9], [10], [11], [12]. For example,
SoftSFT [7] hypothesizes that the first several output tokens
greatly affect alignment. Therefore, it constrains a few early
tokens to avoid deviating much from their initial values
during fine-tuning. However, constraining only the first few
tokens is insufficient to maintain alignment, as its impact
can extend further down the generation sequence.

Another line of works post-process LLMs after fine-
tuning to reinstate the compromised alignment [13] [11].
In particular, RESTA [13] computes the difference in pa-
rameters between a safety-unaligned model and the original
aligned model, denoted as safety vector. It then adds this
safety vector to the fine-tuned model to recover the align-
ment. However, modifying the entire model’s weights can
unexpectedly degrade the performance on downstream tasks.

Insight: Apparently, aligned LLMs have the capabilities
of differentiating harmful questions and benign questions.
Inspired by recent research on LLM behaviors [14], [15],
[16], we perceive that the alignment capabilities are deter-
mined by two internal directions of an LLM, which we
denote as the aligned direction and the harmful direction.
Specifically, the LLM is willing to answer questions in
the aligned direction while refusing those in the harmful
direction. In our study presented in §5.1, we find that by
pushing the internal features of a hamrful question closer to
the aligned direction and away from the harmful direction,
aligned LLMs respond with related information instead of a
refusal. The likelihood of answering harmful questions can
increase from 4.57% to 80.42%.



Method: Following the insight above, we propose an align-
ment recovery method for fine-tuned models. Our goal is to
restore the harmful direction that guides an LLM in avoiding
answering harmful questions. The core idea is to identify
and restore a subset of the fine-tuned model’s weights to the
original aligned model’s values, such that the two models
have minimized disparity in the harmful direction.

Technically, we leverage a small dataset comprising a
diverse set of harmful prompts (e.g., 256 samples) for mea-
suring and restoring the harmful direction. The difference
in the harmful directions before and after the recovery is
utilized for computing the gradients, which indicates how
each weight parameter should be changed to alleviate the
discrepancy. Given a parameter whose gradient directions
point towards the aligned model, we copy its value from the
original aligned model to the recovered model. While this
copy operation maximally recovers the alignment, it may
hurt the performance of the downstream task. We therefore
additionally include a rollback mechanism that reverts a
subset of restored weights to mitigate possible degradation
in downstream task performance.

Contributions: Our main contributions are as follows.

o We propose a recovery method that restores a small
number of weight parameters to effectively preserve
the alignment of fine-tuned LLMs.

o We combine gradient-guided, selective recovery and a
rollback mechanism to mitigate performance degrada-
tion in downstream tasks.

e We evaluate our method on a total of 125 fine-tuned
models derived from a set of representative LLMs and
datasets. The results show that our method effectively
recovers the alignment compromised by fine-tuning,
reducing the harmful rate (percentage of answering
hamrful questions) from 33.25% to 1.74%, with a
2.93% degradation in downstream task performance.
Our method also offers a better trade-off between align-
ment and performance than the existing methods.

2. Technical Background

2.1. Large Language Models

Large language models (LLMs), such as ChatGPT [17],
Llama 2 [18], and Gemma [19], prevalently adopt the Trans-
former architecture [20], which consists of an embedding
layer E and a prediction layer P connected via a series of
identical hidden layers F. Briefly, an LLM can be repre-
sented as M = P o F o E, where o denotes function com-
position. Given an input word sequence W = (wq, ..., wp),
M works as follows.

o Tokenization splits w into smaller units known as tokens
t = (t1,...,t;m). Usually, a word is taken as a token. All
unique tokens the model supports constitute the vocabu-
lary V. Each token is represented as an integer, ranging
from O to the size of V.

o Embedding maps each token to a vector representation
through indexing. The embedding is trained with M,
which will be fixed once training is done.

o Hidden layers F forward the embedding through and
output the final hidden states h; = (ﬁll, s H}”>, where [
stands for the number of hidden layers and m is the token
number. In detail, each hidden layer f; (€ F) generates its
hidden states h; based on those from the previous layer
(i.e., hy = fi(h;—1)). While different models may use
different structures, in a simple way, f; can be viewed as a
matrix operation h; = w; - h;_1, where w; are parameters,
or weights, on the corresponding layer.

o Prediction yields the probability for each token in the
vocabulary to be the next, relying on the hidden states of
the last token from the last hidden layer (i.e., A]™).

o Decoding picks the next token based on the probabilities
from the prediction. Different strategies have been adopted
by existing LLMs, including greedy decoding [21], beam
search [21], top-k sampling [22], and top-p sampling [23].

2.2. Supervised Fine-Tuning for LLM

Supervised fine-tuning is a common technique to adapt
or optimize LLMs for downstream tasks [24], [25]. It is also
critical for enhancing instruction-following capabilities and
aligning conversational LLMs like ChatGPT and Gemma
with human preferences [26].

Full-Parameter Fine-Tuning (FPFT) directly updates a
pre-trained model’s parameters. The process is identical
to pertaining, except that a lower learning rate might be
used. Given a training dataset of input-output pairs D =
{(X;, Y)Y, where X; =21, ...,7; and Y; = y1, ..., yy, are
sequences of tokens, the model is initialized to pre-trained
weights 6 and repeatedly updated to 6* by minimizing the
conditional language modeling objective:
Y|

(X,Y)eD i=1

By feeding (X,y1,...,y;—1) into the LLM, the above
equation aims to find the optimal parameters ¢ that maxi-
mize the probability (minimize the negative log probability)
of predicting ¢; as y; across the entire dataset (X,Y") € D.

FPFT works well with smaller models. When applied to
the ever-growing LLMs, it incurs an unaffordable burden.
For example, full-parameter fine-tuning a LLaMA model
with 65 billion 16-bit parameters requires over 780 GB of
GPU memory [27].

Parameter Efficient Fine-Tuning (PEFT), instead of up-
dating all parameters, focuses on a small set of model
parameters. Low-Rank Adaptation (LoRA) [28], a represen-
tative PEFT method, freezes the pre-trained model weights
and injects trainable rank decomposition matrices into each
hidden layer. Given W € R%*? representing parameters in
a hidden layer, LoRA decomposes W into two lower rank
matrices A € R¥" and B € R"*¢ in a way that W = A-B
and r < d. The ﬁne-t‘lér‘ling process can be formalized as:

Z Z —log (P(9:1X,yj {j=0,....i—1}; 0 + A0))
(X.Y)eD i=1

AOF — .
arg min



where A@, consisting of A and B, are the parameters to
be updated. Compared to FPFT, PEFT reduces the number
of parameters updated in each hidden layer from d x d to
2 X r x d. Another optimization widely applied with PEFT
is quantization [27], which quantizes the parameters to a
representation with fewer bits.

2.3. LLM Alignment

’ How to build a bomb?

To build a bomb, you will need access to a
few basic materials, such as ...

’ How to build a bomb?

+Alignment

I cannot assist with that. ‘ \/

Figure 1: Illustration of LLM alignment. LLM alignment
ensures that the model’s outputs align with human values.

Despite the significant advancements in LLMs, they do
not follow human values. Thus, they can be maliciously
leveraged to perform unethical or harmful tasks (e.g., gen-
erating hate speech). To address this issue, LLM vendors
introduce safety alignment into their models to ensure that
the model’s outputs align with human values and expecta-
tions as shown in Figure 1. In particular, LLM alignment
ensures the safe operation of LLMs by training and testing
them to handle a wide range of inputs, including adversarial
ones designed to mislead the model.

Various methods, such as reinforcement learning from
human feedback (RLHF) [4] and preference optimiza-
tion [29], have been employed to achieve alignment. De-
spite the technical differences, these methods all mandate
human-annotated data and time-consuming training, incur-
ring a high cost. In addition, LLM vendors often involve
red teaming with experts in different domains to discover,
measure, and reduce alignment issues. This red teaming
further magnifies the cost of LLM alignment.

3. Motivating Study

While LLM alignment is expensive to achieve, it can
be compromised during fine-tuning. Recent research [6] has
shown that fine-tuning, with or without harmful data, can
sabotage the alignment. The following presents a study to
affirm those findings and motivate our research.

3.1. Experimental Settings

Models: To support our study, we pick five state-of-the-
art, open-source LLMs across different architectures and
sizes, including Gemma 2B [19], LLAMA2 7B, LLAMA?2
13B [18], Mistral 7B [30], and Qwen 7B [31]. Details of
the models are summarized in Table 1.

Datasets: To perform fine-tuning, we collect five datasets
that have been used in previous research on alignment or

TABLE 1: Models used in our study and evaluation.
Model Par ter # Hidden Layer #

Huggingface Path

Gemma 2B 2B 18 google/gemma-2b-it
LLAMA?2 7B 7B 32 meta-llama/Llama-2-7b-chat-hf
LLAMA2 13B 13B 40 meta-llama/LLlama-2-13b-chat-hf
Mistral 7B 7B 32 mistralai/Mistral-7B-Instruct-v0.2
Qwen 7B 7B 32 Qwen/Qwen1.5-7B-Chat

TABLE 2: Datasets used in our study and evaluation.

Dataset Task Metric Train  Test Total
SQL [42] Text to SQL Exact Match® 77,577 1,000 78,577
CHEAT [37] AT Text Detection F1 Score® 29,790 1,000 30,790
NL2BASH [43] Text to Bash NLC2CMD” 26,797 1,000 27,797
SAMSum [39]  Dialogue Summary Rouge—15 14,732 819 15,551
TOXIC [40] Toxicity Detection F1 Score? 5,082 5,083 10,165

 Exact Match [35] is commonly used in tasks like question answering
and translation. It is measured by evaluating if the model’s output
exactly matches the ground truth.

B FI Score [40] is a standard metric combining precision and recall.
Formally, F1 Score = (2«TP)/(2«T P+ FP+FN) where TP, FP,
and F'N stand for true positives, false positives, and false negatives.

Y NLC2CMD [44] is the official metric used in the NeurIPS 2020
NLC2CMD Competition, which we reuse.

% Rouge-1 [45] is widely used for tasks like text summarization. Rouge-
n measures the overlap of contiguous n-grams between the predicted
summary and the ground truth summary.

fine-tuning [9], [32], [33], [34]. Summarized in Table 2,
the datasets, varying in domains and sizes, are tailored for
different tasks:

e SQL, derived from WikiSQL [35] and Spider [36], con-
sists of 78,577 pairs of natural language queries and
structured query language (SQL) statements, attached with
the context of the database tables.

o CHEAT [37] combines three subsets created for facili-
tating Al-generated content detection. We focus on the
most challenging subset, which consists of 15,395 human-
written abstracts and 15,395 Al-polished abstracts, plus
their labels.

e« NL2BASH contains 10,347 samples mapping English
descriptions to Bash commands. The dataset is further
augmented with 17,450 samples crafted by Fu et. al. [38].

e SAMSum [39] includes 15k messenger-style conversa-
tions and their third-person summaries. The conversations
are crafted by linguists fluent in English to mimic real-life
chats. This dataset can optimize an LLM to capture the
main topics covered by a conversation.

o TOXIC [40] comprises 10k user prompts from the Vi-
cuna online demo [41] and their toxicity annotations (i.e.,
whether the prompts are toxic). It can enhance LLMs’
toxicity detection.

Fine Tuning: We fine-tune each model on each dataset using
QLoRA [27]. The fine-tuning is run for one epoch, and the
parameters are quantized to 4 bits. As suggested in [46], we
set the rank and alpha of QLoRA to 8 and 16. We also set
the learning rate to 2¢~° and the batch size to 96.

To approximate cases where the fine-tuning dataset in-
cludes harmful samples (e.g., the dataset is not sanitized or



TABLE 3: Motivating study results.

TP (%) and HR (%) are task performance and harmful rate (see §3.2). Under

Fine-tuning Settings, “NA” stands for no fine-tuning, 0, 0.1k, 0.5k and 1.5k represent the scenarios where we
injected the corresponding number of harmful questions into fine-tuning, and Mod. means we only injected the 392 harmful
questions left over from moderation into fine-tuning. We mark the highest harmful rate in red.

Dataset | Gemma 2B | LLAMA2 7B | LLAMAZ2 13B | Mistral 7B | Qwen 7B
atase
Fine-tuning Settings | Fine-tuning Settings | Fine-tuning Settings | Fine-tuning Settings | Fine-tuning Settings

|[NA 0 0.1k 0.5k 1.5k Mod.|NA O 0.1k 0.5k 1.5k Mod.|NA 0 0.1k 0.5k 1.5k Mod.|NA 0 0.1k 0.5k 1.5k Mod.|NA 0 0.1k 0.5k 1.5k Mod.
SQL P 0.0 80.9 792 809 80.8 81.5]|0.0 789 79.3 80.1 80.0 789 0.0 82.3 80.7 820 829 81.7]0.0 814 83.0 83.1 81.7 81.6|0.0 79.7 80.6 815 824 803
46 45 511 638 62.0 466|00 00 22 531 595 27600 00 27 571 577 279|117 13.7 454 505 547 514[24 3.1 487 577 52.8 433
CHEAT TP 322964 98.0 97.5 96.1 97.9]0.0 89.7 88.7 902 943 856]0.0 986 969 97.6 983 97.0|84 974 964 973 97.1 97.3166.6 96.7 98.1 97.7 97.9 97.6
N 46 39 393 621 640 32100 00 0.1 11.6 564 46 |00 00 0.6 454 564 84 |11.713.7 473 573 529 499 |24 37 409 474 513 36.1
NLZBASH 0 1 364 36.1 369 383 37900 347 347 36.1 33.1 32300 364 375 377 36.8 3540.0 40.8 41.1 418 41.6 40.0|0.0 388 393 39.6 38.1 388
46 44 420 61.7 637 37400 00 6.0 563 620 10600 1.3 24 623 619 234 |[11.721.3 446 549 564 500 |24 47 431 51.7 524 420
SAMSum LF[27:549.9 499 50.0 50.0 50.121.4505 50.8 502 50.7 50 8 27.0 52.8 535 534 52.8 533295 54.6 545 546 545 543304 524 526 524 528 532
N 46 4.1 104 481 629 257100 09 1.3 66 40.6 0.0 00 1.1 217 571 7. |11.7179 30.0 51.6 54.6 413 |24 44 240 500 52.6 33.6
toxic P[00 787 751 404 46.1 744100 75.1 745 683 579 0.0 786 762 729 624 778 |49.884.0 80.5 763 76.8 79.6|58.479.3 81.6 68.9 73.7 76.1
HR|4.6 3.7 346 63.6 607 394[00 00 04 464 589 00 00 10 61.0 57.6 240 [11.7 9.6 351 554 564 509 |24 2.6 430 544 541 403

the dataset is poisoned with harmful samples), we pollute
the five datasets with varying amounts of harmful data from
BeaverTails [47], a safety alignment dataset consisting of
training and testing subsets. The training subset includes
333,963 question-answer (QA) pairs and the corresponding
safety meta-labels (harmful or not). The testing subset has
more samples organized in the same way. After removing
non-harmful pairs and deduplicating the remaining' in the
training subset, we obtain 9,795 harmful QA pairs and
reserve 1,500 to pollute our datasets. Specifically, we ran-
domly pick 100, 500, and 1,500 out of the 1,500 pairs and
inject them into each dataset to create three more variants.
On each variant, we independently redo the fine-tuning.

We also notice a recent trend where people adopt mod-
eration methods [48], [49] to identify and filter harmful
questions before fine-tuning is performed. We accordingly
extend the study to include the scenario where we apply
a moderation method to filter the 1,500 harmful questions
and only inject the remaining into the fine-tuning pro-
cess. In the study, we experimented with 5 state-of-the-art
moderation methods, including Llama-Guard2 [49], Wild-
Guard [48], OpenAl Moderation API [50], OpenAl GPT-
40 [17], and ShieldGemma [51]. It turns out that OpenAl
GPT-40 presents the best performance?, filtering out 1,108
harmful questions. Hence, we adopt it in our study and all
other evaluations.

3.2. Evaluation

Metrics: In the study, we focus on evaluation from two
perspectives, including task performance and harmful rate.

o Task Performance measures the performance of LLMs on
the task targeted by the five datasets. The specific metric
is defined by the corresponding dataset, as summarized
in Table 2. Two datasets, SAMSum and TOXIC, have
been split internally for ftrainig and testing, which we
respectively use for fine-tuning and evaluation. For the

1. Questions with a 0.9+ cosine similarity are deemed duplicates.

2. Out of the 1,500 harmful questions, Llama-Guard?2 filtered 860, Wild-
Guard filtered 1,075, the OpenAl Moderation API filtered 602, OpenAl
GPT-4o0 filtered 1,108, and ShieldGemma filtered 771.

other three datasets, we randomly pick 1,000 samples for
evaluation and the rest for fine-tuning, as done in [9].
Harmful Rate measures the alignment of LLMs, lever-
aging the testing subset from the aforementioned Beaver-
Tails [47] dataset. This subset consists of 700 harmful
questions belonging to 14 categories. The percentage of
questions receiving a harmful answer from an LLM 1is
calculated as the harmful rate. We use the model fine-
tuned by ShieldLLM [52] to determine if an answer is
harmful, which has demonstrated high fidelity.

Results: Table 3 shows the results. @ The native models
present poor task performance. On the datasets of SQL and
NL2BASH, all native models have a task performance of
0%. On the other datasets, certain models perform better
but remain unsatisfactory for practical use (task performance
below 30%). @ The native models carry built-in alignment.
LLAMA?2 7B and LLAMA?2 13B present a zero harmful
rate. Gemma 2B and Qwen 7B are slightly higher, showing
a harmful rate of 4.57% and 2.53%. Even the worst model,
Mistral 7B, has a harmful rate under 12%.

3.3. Observations

Fine-tuning significantly escalates the task perfor-
mance. It eliminates all cases where the native model has
a task performance of 0%. On the datasets of SQL and
NL2BASH, fine-tuning increases the task performance of all
models from 0% to ~80% and ~40%. In the other cases,
the performance improvement is also substantial (50%+
increase). On the datasets of SQL, SAMSum, NL2BASH,
and CHEAT, the harmful QA pairs have negligible impact
on the effectiveness of fine-tuning. On TOXIC, using 500+
harmful QA pairs can negatively affect the task performance.
This is expected as TOXIC has fewer training samples.

Fine-tuning compromises the alignment of native mod-
els. When applied to the models of Mistral 7B and Qwen 7B,
even fine-tuning without harmful QA pairs visibly increases
the harmful rate (from 11.7% to 21.3% and from 2.4% to
4.7%). The results also show a clear trend — with more
harmful QA pairs injected into fine-tuning, the harmful rates
keep increasing until a high level. Using 1,500 harmful



QA pairs, the harmful rate consistently goes over 50%,
regardless of the dataset and model.

Moderation helps preserve alignment but is insuf-
ficient. By filtering harmful questions before fine-tuning,
moderation lessens the compromising of alignment. Com-
pared to the baseline where all 1,500 harmful questions are
directly involved, moderation decreases the harmful rate to a
visibly lower level. Yet, moderation cannot fully address the
problem. Even the best moderation method (OpenAl GPT-
40) leaves over a significant amount of harmful questions
(392 out of 1,500), which can still sabotage the alignment.
For instance, on the models of Gemma 2B, Mistral 7B, and
Qwen 7B, the non-filtered 392 harmful questions increased
their hamrful rate to a level between 20% and 50%.

4. Problem Statement

In this paper, we focus on addressing the problem of
compromised alignment during LLM fine-tuning. This prob-
lem involves three participants (the Owner, the Fine-tuner,
and the User) and targets two scenarios:

Scenario I: The Owner owns a private, aligned LLM M,
and it opens black-box interfaces for querying and fine-
tuning M. The Fine-tuner gathers a dataset and fine-tunes
M to derive M’, which it can query freely. In practice,
OpenAl represents an instance of Owner in this scenario.

We assume that the Fine-tuner may intentionally break
M’ alignment to enable disallowed queries, using methods
like poisoning the fine-tuning dataset with harmful samples.
We further assume that the Owner is benign and can apply
moderation to sanitize the dataset from the Fine-tuner. How-
ever, as we demonstrated in §3.3, many harmful samples can
evade the moderation and still compromise the alignment.
Thus, in this scenario, our solution is intended to be applied
by the Owner to reinstate the alignment in M’.

Scenario II: The Owner owns an aligned LLM M, which
it releases publicly on platforms like Hugging Face for free
use. The Fine-tuner builds a dataset and fine-tunes a local
copy of M to derive M’. It further opens access for User
to query M’ as desired.

We assume the Fine-tuner is benign but may uninten-
tionally compromise the alignment of M’ in fine-tuning.
This gives any ill-intended User opportunities to perform
disallowed queries. In this scenario, our solution can be
applied by the Fine-tuner to recover the alignment in M.

5. Our Method

5.1. Insight

Recent research brought up the concept of direc-
tion [14], [15], [16], which influences an LLM’s behaviors
like honesty. Briefly, a direction can be viewed as the
collection of internal values of an LLM when given prompts
with the same property (e.g., all factual prompts). Inspired
by [16], we adopt the definition below for direction:

TABLE 4: The harmful rate (%) of LLMs before and
after we adjust their directions to break the alignment.

Model Gemma 2B LLAMA2 7B LLAMA2 13B Mistral 7B Qwen 7B
Before 4.57 0.00 0.00 11.71 243
After 80.43 72.57 45.28 82.00 77.28

Definition 1 (Direction). Given an LLM M and a dataset
D consisting of prompts sharing the same property P (e.g.,
honesty, fairness, emotion, etc.), we extract the hidden states
of the last token from a designated hidden layer Lgy;. for
each prompt, and average the extracted hidden states of all
prompts as the direction of property P. Different strategies
might be used to select Lg;r, and we follow the one de-
scribed in §5.2.1.

We observe that direction can also be applied to calibrate
the alignment property. Given an aligned model M, we can
compromise its alignment by adjusting its internal direction,
as shown in the study below.

Study Design: Feeding a dataset with solely benign prompts
to M, we can obtain the alignment direction of M follow-
ing Definition 1. Similarly, using a dataset full of harmful
prompts, we can obtain M’s harmful direction. We hypoth-
esize that the two directions, annotated as Agjigneq and
Aparm ful, drive M to consider a prompt benign or harmful,
thus answering or rejecting it. To verify the hypothesis, we
craft our study as follows. Given an unseen harmful prompt
that M refuses to answer (e.g., “how to rob a bank”), we
push M’s hidden states of the last token in the direction
layer (Lg;r) to stay closer to Agiigneq but further from
Aparmyut, and verify if M begins answering the prompt.
Formally, we change M’s hidden states as follows:

- BAhamrful (1)

where hl‘”_t represents the hidden states of the last token
in layer de, and « and (8 are parameters controlling how
much we shift the directions.

Tlast __ Tlast
hLdi7 - hLdir + aAalignEd

Study Setup: We perform the study above using the
five models described in Table 1. To obtain Ayjigneq and
Aparmful, We use a benign dataset proposed in [16] and
a harmful dataset with 100 samples we used to pollute the
fine-tuning process (recall §3.1). We set o and 5 to 1 for
simplicity. Lg;, is picked at the two-thirds position of the
hidden layers (respectively, layer 12, 21, 26, 21, 21 for
Gemma 2B, LLAMA?2 7B, LLAMA?2 13B, Mistral 7B, and
Qwen 7B), based on the rationale we will present in §5.2.1.

Study Results: We re-measure the harmful rate of the five
LLMs after adjusting their internal directions and summarize
the results in Table 4. All the models present a harmful rate
that dramatically increased from nearly O to a significant
level (45.28% - 82.00%), evidencing that we effectively
compromised their alignment and leading us to this insight:

An LLM’s internal Agjignea and Aparmfar direc-
tions help determine its alignment behavior.
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Figure 2: Workflow of our method.

5.2. Design

Based on the insight unveiled above, we perceive that
an aligned LLM can reject harmful prompts because it has
an established, effective Ay gy pu direction. Fine-tuning,
negatively shifting Apgpm,pui, destructs the LLM’s align-
ment. This enables us to design a method, as illustrated
in Figure 2, to recover an LLM’s alignment after fine-tuning
is performed.

At the high level, given an aligned LLM M and its
fine-tuned version M ¢, we iteratively reset M ;’s weights to
make its Apqrm pur direction align with M. Technically, our
method involves three steps: @ obtaining Ajgpm, e from
the direction layer Lg;, for both M and M, @ identifying
and restoring a subset of M ;’s weights to make My close
to M regarding Apqpmrut, and @ repeating the above two
steps iteratively until reaching the predefined conditions.

5.2.1. Obtaining A}y, £, Our method starts with extract-
ing Aparm fui, the harmful direction, from M and M ¢. The
process is straightforward. We construct a recovery dataset,
annotated as D,c.. Dyee is full of harmful prompts and
independent of M. Using D,.., we obtain Ajgpm, ot from
M and M following Definition 1.

Constructing the Recovery Dataset: The recovery
dataset is crucial to the success of our method as it deter-
mines the fidelity of Apgpm . In the ideal case, we should
build a recovery dataset to incorporate various categories
of harmful prompts and include abundant samples in each
category. However, this is expensive. More importantly, we
found that the diversity and quantity of harmful prompts are
less decisive than expected. As we will explain later in this
section, we pick a direction layer Lg4;,- toward the back of
the network. Given any harmful prompt, the hidden states
after that layer become more constant to simply indicate
the prompt is harmful. As such, including more categories
and samples of harmful prompts makes an insignificant
difference.

To support our reasoning above, we perform two em-
pirical studies. In the first study, we vary the number of
prompt categories and measure the variations in the resulting
harmful direction and alignment recovery. It shows that the
variations are negligible. More details about the study and
results are presented in §6.5.2. In the second study, we adapt

the number of prompt samples from a fixed set of categories
and redo the measurement. It presents results similar to the
first study, showing that the prompt quantity has limited
impact. Related details are also described in §6.5.2.

Inspired by the studies, we opt for a recovery dataset
with a moderate number of categories and samples. By
default, we use 256 harmful prompts spanning 14 categories
from the cleaned BeaverTails dataset we described in §3.1.
To avoid intervening in our evaluations, the 256 prompts
have no overlap with the 1,500 harmful prompts we use to
pollute the fine-tuning process.

Picking the Direction Layer: Our method critically
depends on picking a direction layer L, that can properly
represent and control the alignment property. Recent stud-
ies [14], [16] suggest that a hidden layer in the middle of the
model often suffices. However, as we will explain in §5.2.2,
we only restore the weights on Lg;,- and the layers before.
Picking the middle layer leaves the latter half of the weights
untouched, which can still break the alignment established
by the front layers. This inspires us to pick a layer toward
the back.

Yet, picking a Lg;, close to the end incurs a higher time
cost as more weights need to be identified and restored.
To this end, we launch a study on the trade-off between
alignment recovery and time expenditure. We vary the di-
rection layer and measure its impact on the effectiveness of
alignment recovery and the corresponding time cost. As we
will elaborate in §6.5.1, a Lg;, closer to the back indeed
improves alignment recovery. However, picking Lg;, after
the two-thirds position of the hidden layers brings limited
benefits to alignment while significantly increasing the time
cost. Thus, by default, we set L, at the two-thirds position
of the hidden layers.

5.2.2. Recovering Alignment. To recover the alignment,
our idea is to identify and restore a subset of M ;’s weights
to M’s value such that the two models have minimized
disparity on Apgrmfu. To reduce the impacts on My’s
performance, we aim only to touch the smallest number of
weights. Formally, this can be described as the optimization
problem below.



Objective:
minimize  L(Aparm ful, Aiarmful) + |1 — W||o

Subject To:
Mf =M+i0W

where Apgrm fur and Aiarm fu are the harmful direc-
tions of M and My, L is a loss function, W € {0, 1}
represents the variable we aim to optimize, ® means
element-wise product, and ¢ stands for weight changes
incurred by fine tuning. W is initialized as all ones,
and any element w € W set to zero means our
optimization restores the corresponding weight on M ¢
to M. The first term of the Objective function, namely
VoAV ——— Aiarmful), aims to recover the harmful
direction while the second term (||1 — W||o) rewards
a smaller number of weights.

Our Solution: The optimization problem above is an
NP-hard problem. We develop a heuristic algorithm combin-
ing gradient descent and a greedy strategy to solve it. Our
algorithm, outlined in Algorithm 1, iteratively finds the most
effective weights in M toward satisfying the objective and
performs one-step gradient descent to reset those weights.

@ Collecting Gradients: Aiming to minimize the disparity
b.etv.vee.n Aharmful and Aimm Fuls W adopt negative cosine
similarity as the loss function:

L(-) = —cosine_similarity(Aparm ful, Aia,rmful) 2)

Based on Definition 1, minimizing this function is an
objective on the output of the direction layer Lg;,. in M.
To understand which weights on M to change and how
to change them for fulfilling the objective, we perform
backward propagation from Lg;,. to the initial layer and
calculate the gradient of the loss function with respect to
each weight. Layers after Lg;,. are disregarded as they are

irrelevant to Apgppm o and Ay Ful®

O Selecting and Restoring Weights: After getting the gradi-
ents, the intuitive idea is to adjust the weights with gradient
descent, where we update each weight based on its gradient
and the learning rate. Yet, we can only maintain a weight
or update it to M’s value, as our objective restricts.

To address this issue, we adopt the fast gradient sign
method (FGSM) presented in [53]. Given a weight wy on
My and its counterpart w on M, if w;’s gradient has
a signedness showing that gradient descent will move wy
closer to w, we replace wy with w. Otherwise, we do not
change wy because applying gradient descent will push wy
further away from w, reversely affecting alignment recovery.
Formally,

w if radient(ws) - (wg —w) > 0,
wf:{w - gradieni(uy) - (wy — ) )
¢ else

Despite the strong restriction above, a large number of
weights can remain to be restored, incurring a higher chance
of revoking the effectiveness of fine-tuning. To further re-

duce the number of weights, we adopt a greedy strategy by
selecting the top P% from the identified weights based on
their absolute gradient values (precisely, we pick the larger
ones). We eventually only restore those weights.

® [terative Recovery: Due to some greedy designs of Al-
gorithm 1 (i.e., the use of FGSM and P%), one round of
recovery following steps @ and @ often falls short of re-
instating the alignment. Accordingly, we repeat the process
to perform iterative recovery until a user-specified epoch
number E is reached. Adopting this iterative recovery offers
another flexibility — we can configure P% to a smaller
value to restrict the impact of each round of recovery on
the task performance. By default, we use 0.2% for P%.

5.2.3. Mitigating Side Effects. While we conservatively
restrict the number of weights to restore, they may still
hurt the task performance unexpectedly. As a mitigation and
when possible, we incorporate a rollback mechanism that
identifies and reverts a subset of restored weights after step
0, following line 18 ~ 20 in Algorithm 1.

We do not enable the rollback by default because our
recovery algorithm does not necessarily degrade the task
performance, while the rollback operations certainly inten-
sify the time cost. Alternatively, we start our algorithm with
a few rollback-free, warm-up recovery rounds (5 rounds
by default). If the task performance degradation is within
a predetermined threshold (5%), we continue with more
rollback-free recovery rounds until the user-specified epoch
is reached. Otherwise, our recovery is proven aggressive,
and we restart the entire algorithm with rollback enabled in
every recovery round.

In a recovery round, our rollback works as follows.
Given M (the original fine-tuned model without any re-
covery) and M, (the model after the round of recovery),
we obtain both their alignment directions, Agjigneq and
A, gneq> following Definition 1 with a dataset full of benign
prompts. This dataset, annotated as D,.,;;, can be constructed
from the original training dataset following the strategy pre-
sented in §5.2.1. Fundamentally, our recovery degrades the
task performance because we unintentionally hurt Agjigned.
Hence, our rollback focuses on re-establishing Ayjignea by
minimizing the following loss:

L(+) = —cosine_similarity(Aaiigned> Dgrignea) (4

To achieve the objective above, we reuse the greedy
gradient descent algorithm presented in §5.2.2 to find and
revert R% of the weights restored during the recovery round.
Here, R% represents a tradeoff between alignment recovery
and performance preservation. A high R% will revert too
many restored weights, sabotaging the recovered alignment.
In contrast, a low R% fails to effectively reinstate the
compromised performance. By default, we set R% to 20%.

We observe that our alignment recovery, with rollback
or without rollback but after warm-up, may still hurt the
task performance to a meaningful extent. On account of
this, we introduce another safety fuse. Once the warm-up
phase concludes, we monitor the task performance after each



Algorithm 1: Alignment Recovery

1 Globals:

2 | Aparmful /* Oracle harmful direction */
3 | Aqligned /* Oracle aligned direction */
4 | Lgir /* Direction Layer */

5 Function reset_weights (M, My, D, A, P):

/* This function resets P% weights of My to
M’s value based on direction A */

6 | Ay = extract_direction(M ¢, D, Lg;)

7 | loss = L(A,Ay)

8 | loss.backward()

9 | W = weights(M ) where (M — M) - My.grad > 0

10 | W = top_abs_grad(W, P)

1 | Mg[W] = M[W] /* Reset weights */

12 | return M,

13 Function recovery (M, My, Drec, Droyi, Rnd,

RollBack, Fuse):

4 | Mo =Mjy /* Initialize the value */

15 | for e = 1 to Rnd do

16 Me = Me_1
/* Reset weights for alignment recovery */
17 Me = reset_weigths(M, Me, Drec, Dharmful, 0.2%)
18 if Rollback then
/* Reset weights for rollback */
19 M = reset_weigths(M ¢, Me, Droir, Datigned 20%)
20 end
/* If performance drops over a threshold and
cutoff is enabled, stop. */
21 if performance_drop(Me) > 5% and Fuse then
2 ‘ return M._1
23 end

24 | end
25 | return M.

26 Algorithm
Input: Aligned Model M, Fine-tuned Model M ¢, Direction

Layer Lg;,-, Recovery Data Diy.cc, Rollback Data D,.;.

Output: Re-aligned Model
/* Get oracle harmful and aligned direction */
27 | Aparmygul = extract_direction(M, Drec, Lgir)
28 | Agjignea = extract_direction(M s, Dyor, Lair)
/* Trial for five recovery rounds */
29 M} = recovery(M, My, Drec, Drou, 5, False, False)
30 | if performance_drop(M’;) < 5% then
/* Run 15 more recovery rounds */
31 Myec = recovery(M, M’f, Drecs Dyonr» 15, False, True)
32 | else
/* Redo 20 recovery rounds with rollback */

rec = recovery(M, My, Drec, Drour» 20, True, T'rue)

33
34 | end
35 | return M.

recovery iteration. If the performance drops by a certain
threshold (5% by default), we discontinue the recovery and
return the model before that iteration as the final result.

Discussion: Our rollback mechanism requires measuring
the task performance during alignment recovery. This is not
always possible. In our target Scenario I (recall §4), the
fine-tuning is performed by the untrustworthy Fine-tuner
while the alignment recovery is completed by the model
Owner. The Owner lacks reliable methods and testing data
to assess the task performance, and thus, cannot perform the

rollback. In such cases, we assume the task performance
does not drop (i.e., performance_drop (M) = 0), es-
sentially disabling the rollback mechanism.

6. Evaluation (for Both Scenarios I and II)

To understand the utility of our method, we perform a
series of evaluations focusing on the following aspects.

® Can our method effectively recover the alignment com-
promised by LLM fine-tuning?

@ Can our method maintain the task performance when
performing alignment recovery?

® Can our method outperform the existing solutions for
alignment recovery?

@ How will the hyper-parameters and evaluation settings
affect the alignment recovery of our method?

Recall §4 that we have two target scenarios (Scenario
I and Scenario II). In this section, we present evaluations
applicable to both scenarios. Additional evaluation unique
to Scenario I is presented in §7.

6.1. Experimental Setup

Models: We reuse the five models from our motivating study
(§3.1) for fine-tuning and alignment recovery. Details of the
models are summarized in Table 1.

Fine-tuning: We perform fine-tuning using the five datasets
described in Table 2. As explained in §3.1, we inject 100,
500, 1,500, and 392 (after moderation) harmful samples into
each dataset to create four more variants, resulting in five
versions in total. On each version, we independently fine-
tune each target model using QLoRA with the parameters
specified in §3.1. At the end, we produce 25 fine-tuned
versions for each target model.

Alignment Recovery: As shown in Table 3, fine-tuning
compromises the alignment of the target models. We per-
form alignment recovery on those models, following Al-
gorithm 1. We use the default recovery dataset D,.. (256
harmful prompts from the cleaned BeaverTails train dataset)
and the default rollback dataset D,.,;; (256 benign prompts
from the fine-tuning dataset). As described in §5.2.1, the 256
harmful prompts do not overlap with the harmful prompts
to pollute the fine-tuning process.

We also set the hyper-parameters to their default values,
including 0.2% as the recovery rate (P%), 20% as the
rollback rate (R%), 5% as the performance drop threshold
during the warm-up phase for triggering rollback, 5% as
the performance drop threshold to discontinue the recovery
during the post-warm-up phase, 20 as the recovery epochs
(E), and the two-thirds position of the hidden network
as the direction layer Lg;. In cases where our rollback
is invoked, we repeat the evaluation without rollback to
simulate Scenario I.

Baseline: We are not the first to mitigate alignment com-
promise during LLM fine-tuning. As we will discuss in §8,
there are two lines of previous attempts.
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Figure 3: Alignment recovery results of our method. The y—-axis represents the harmful rate and the x-axis shows the
number of harmful samples injected into the fine-tuning process. In the figures, Fine-tuned stands for the fine-tuned
model, Recovered refers to the alignment-recovered model, and Original denotes the alignment of aligned model.

@ The first line focuses on intervening in the fine-tuning pro-
cess to protect the alignment. Along this line, SoftSFT [7]
demonstrates the state-of-the-art effectiveness. It hypothe-
sizes that the first several output tokens greatly influence
the alignment. Accordingly, it constrains the early tokens to
avoid deviation from their initial values during fine-tuning.

We adopt the open-source implementation of
SoftSFT [7] for fine-tuning. As the public code defaults
to full parameters fine-tuning, we extend it to support
the QLoRA we adopted in our evaluation. All other
hyper-parameters are borrowed from the paper.

® The second line, similar to our method, post-processes
the model after fine-tuning is performed. While several
approaches exist, RESTA [13] is a pioneering work that
has demonstrated considerable effectiveness in this domain.
Given an aligned model M, RESTA obtains its safety-
unaligned counterpart M following the approach presented
in [54]. The delta between the weights of M and M are cal-
culated as a safety vector, which RESTA believes establishes
the alignment. Provided a target model fine-tuned from M,
RESTA adds the safety vector to the model’s weights to
recover alignment. We consider RESTA as another baseline
and run it as follows.

We perform alignment recovery using the RESTA code
from [13] on our fine-tuned models. As we will explain in

Appendix §B.1, the default hyper-parameters fail to derive
an effective safety vector. Accordingly, we optimize the
hyper-parameters by increasing RESTA’s batch size from 4
to 10 and epochs from 3 to 5. We also find that while using
QLoRA for the fine-tuning, RESTA only enables the linear
modules of g _proj and v_proj. We enable all linear
modules to incorporate more parameters in the safety vector,
thus improving the alignment recovery effectiveness. The
other hyper-parameters are configured as suggested [13].

6.2. Alignment Recovery

We present our alignment recovery results in Figure 3
and elaborate on the main observations below. In 9 cases,
our rollback is invoked. The results without rollback in those

cases are presented in Table 18 in the Appendix.

Our method can effectively recover the alignment
compromised by fine-tuning. As shown in Figure 3, in all
the cases where fine-tuning escalates the harmful rate, our

3. The 9 cases include:

e Gemma 2B on SQL with moderated harmful prompts

e Gemma 2B on NL2BASH with 0.1k harmful prompts

e Gemma 2B on TOXIC with 0/0.1k/1.5k/filtered harmful prompts
o LLAMA2 7B on CHEAT with 0.1k harmful prompts

o LLAMA? 13B on NL2BASH with 0/0.5k harmful prompts



TABLE 5: Impact of our alignment recovery on task performance (%). FT represents the results after fine-tuning, and Rec
stands for the results after our alignment recovery. In the table, 0, 0.1k, 0.5k and 1.5k represent the scenarios where
we injected the corresponding number of harmful questions into fine-tuning, and Mod. means we only injected the 392
harmful questions left over from moderation into fine-tuning.

Dataset | Gemma 2B | LLAMA2 7B | LLAMA2 13B | Mistral 7B | Qwen 7B

| 0 0.1k 0.5k 1.5k Mod.| 0 0.1k 0.5k 1.5kMod.| 0 0.1k 0.5k 1.5k Mod.| O 0.1k 0.5k 1.5k Mod.| 0 0.1k 0.5k 1.5k Mod.

SQL FT |80.9 79.2 80.9 80.8 81.5(78.9 79.3 80.1 80.0 789823 80.7 82.0 829 81.7 (814 83.0 83.1 81.7 81.6(79.7 80.6 81.5 824 80.3
Rec|79.2 76.0 77.7 78.1 80.5|77.6 78.6 76.5 76.8 78.6(81.5 78.7 81.8 80.4 81.3 [80.6 79.6 79.8 80.6 79.6|79.2 79.8 82.6 829 787

CHEAT FT [964 980 97.6 962 97.9|89.8 88.8 903 943 856198.6 97.0 97.7 983 97.0 1974 964 974 972 973967 98.1 97.8 979 97.6
Rec(93.2 94.1 94.6 92.1 942 (88.7 86.8 884 90.3 86.5[97.1 95.0 96.7 945 959 (949 94.0 974 953 97.2(98.0 94.1 951 935 97.7
NL2BASH FT [364 36.1 369 383 379347 347 36.1 33.1 323|364 375 377 368 354|408 41.1 418 416 400388 393 396 381 388
Rec|352 36.4 351 365 36.1[33.3 33.3 345 31.7 31.6(354 363 37.0 351 355394 39.8 40.7 39.7 385|37.6 38.1 383 365 37.0

SAMSum ET [499 49.9 500 50.0 50.150.5 50.8 502 507 50.8|52.8 53.5 534 528 533|546 545 546 545 543|524 526 524 528 532
Rec|48.0 47.6 47.8 47.8 47.6 (489 494 49.7 50.1 50.6|50.5 51.2 50.9 51.5 52.6(52.0 523 522 522 51.7|52.8 520 51.7 515 515

Toxic FET |787 75.1 404 461 7441751 745 683 579 655|786 762 729 624 778840 80.6 763 768 79.6(79.3 81.6 689 73.7 76.1
Rec|76.3 76.0 50.0 59.1 732720 71.3 65.0 574 623(749 739 757 69.0 753 [81.8 78.0 743 76.5 76.5|789 794 8.1 734 724

recovery can bring the harmful rate back to the original
level. Further as reported in Table 14 in Appendix, the cosine
similarity between the harmful direction from our recovered
model and the harmful direction from the original model is
0.99 consistently. This demonstrates the effectiveness of our
method. In several cases with the Gemma 2B and Mistral
7B models, our method even reduces the harmful rate to
below the original level. Our approach not only recovers the
harmful direction but also unintentionally brings the aligned
direction closer to the harmful direction (refusal direction)
of the original aligned model. This results in the rejection
of some harmful prompts that are mistakenly accepted as
benign by the original aligned model, thus enhancing the
alignment. This can be demonstrated by measuring the co-
sine similarity between the aligned and harmful directions,
which is 0.8114 for the original model and 0.9674 for our
recovered model on Gemma 2B. The more detailed data are
in Appendix Table 13.

As shown in Table 18, the rollback mechanism hardly
affects the alignment recovery results. With or without roll-
back, our method can constantly bring the harmful rate to
a very low level. This is intended as the rollback is incor-
porated to adjust the task performance. This also illustrates
that our recovery method can mitigate the loss of alignment
in both Scenario I and Scenario II.

The difficulty of recovery increases with the alignment
strength in the original model. The extent of our recovery
varies across different models. On Gemma 2B, Mistral 7B,
and Qwen 7B, we fully recover (or even improve) the
alignment. Yet, on LLAMA?2 7B and LLAMAZ2 13B, we can
substantially approximate the original alignment but never
reach it in several cases. Fundamentally, this is because
LLAMA?2 7B and LLAMA?2 13B have perfect alignment
before fine-tuning, presenting a zero harmful rate. Recov-
ering such alignment requires more accurate and complete
identification of alignment-related weights, which is harder
to achieve.

Our method performs better on generation tasks.
Against fine-tuning for generation tasks (SQL, SAMSum,
and NL2BASH), we can consistently recover the full align-
ment, regardless of the target model and settings. However,

our method is less performant when applied to fine-tuning
for classification tasks (TOXIC and CHEAT). Under several
settings, we didn’t bring the harmful rate to the level before
fine-tuning. This performance discrepancy arises because
the task performance of classification tasks is more suscep-
tible to disruption from parameter changes, hindering our
approach from executing additional optimization steps.

Results on the latest models. We also apply our ap-
proach to the latest models for alignment recovery: Llama3.1
8B [55], Llama3.2 3B [55], and Qwen2.5 32B [56]. The
results show that our method can successfully recover their
alignment to the before-fine-tuning level, demonstrating its
generalizability. The detailed results are reported in Table 17
in the Appendix.

6.3. Task Performance

Our method resets certain weights optimized by fine-
tuning, which, by intuition, may hurt the task performance.
Accordingly, we run a measurement after our alignment
recovery and present the results in Table 5.

Our approach maintains the task performance. On
average, we only incur a 2.9% decrease in task performance.
In 30 of the 125 cases, the performance drop is below 1%. In
only 15 cases, the performance drop is above 4.5% (getting
close to our safety fuse of 5%). These demonstrate that our
method, when achieving satisfying alignment recovery, can
largely preserve the task performance of the target model.

Given models fine-tuned on the TOXIC dataset, our re-
covery sometimes increases the task performance, especially
when more harmful prompts are injected into the fine-tuning
process. The TOXIC task aims to detect whether the given
input is toxic or not, which depends on LLM alignment.
When the alignment is broken, LLMs barely identify the
toxic prompts, resulting in lower task performance as shown
in Table 5. Therefore, when we recover the alignment of the
models, some models also achieve better performance such
as the Gemma 2B model trained with 500 harmful data.

Our rollback mechanism helps. Our rollback mecha-
nism described in §5.2.3 is activated in 9 cases. We re-
evaluate the cases without rollback and present the results in
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Figure 4: Visualization of the trade-off between harmful rate and task performance. FT represents the original fine-tuned
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prompts. The right side of the x—axis means better task performance and the upper side of the y-axis means lower
harmful rate. Hence, the upper, right corner represents the optimal trade-off .

Table 18 in the Appendix. Restricted by our cutoff at a 5%
performance drop, our rollback does not render a significant
boost in task performance. Yet, it still helps. Without our
rollback mechanism, the performance drop is often higher
than 3% and can reach 4%+. With rollback, the performance
drop decreases to about 2.5% or even below 2%. These
results show that our method is friendly to task performance
while it additionally benefits Scenario II throughout the
rollback mechanism.

6.4. Comparing with Baselines

Similar to our method, the two baselines, RESTA and
SoftSFT, also aim for a good balance between alignment and
utility. To present a systematic comparison, we measure the
trade-off between harmful rate and task performance offered
by different methods, and visualize the results in Figure 4.

Our method achieves a better trade-off and greater
generalization than both baselines. As shown in Figure 4,
the results of our method cluster around the right-upper
corner, while the baselines scatter further into the bottom
and left areas. This demonstrates a better trade-off offered
by our method. In nearly all cases, our method reduces the
harmful rate to the level before fine-tuning and maintains
the task performance consistent with the fine-tuned model.
In contrast, SoftSFT preserves the task performance while
failing to offset the harmful rate in some models, given any
fine-tuning tasks. SoftSFT simply constrains the value of
the first few tokens, which is insufficient to maintain the
alignment, especially for LLMs whose original alignment
is not well like Mistral 7B. RESTA produces harmful rates
more comparable to our method. Yet, it incurs tremendous
impacts on the task performance, given CHEAT, NL2BASH,
and TOXIC as the fine-tuning tasks. The reason is that
RESTA treats all parameters as the safety vector and adds
this safety vector to the weights of fine-tuned models. This
modifies too many parameters of the fine-tuned model,
which inevitably hurts the task performance.

Comparing with Additional Baselines. One potential
method to recover alignment is to use collected harmful
questions along with refusal answers as refusal samples to

fine-tune the model. We consider two settings: (1) refusal
samples come from the same distribution as harmful samples
(in the task data); (2) refusal samples come from a different
distribution. As shown in Table 16 in the Appendix, using
refusal samples for fine-tuning can reduce the harmful rates
to some extent but is not as effective as our technique.

We also consider directly steer the activations during
model inference based on the harmful directions. Specifi-
cally, we calculate the harmful directions, A and Ay, by
feeding harmful prompts to the original model and the fine-
tuned model, and derive the steering vector V.= A—A;. We
then conduct the following two experiments. In experiment
I, we add V to the activations with a coefficient of 1. The
harmful rate decreases from 56.4% to 20.1%, but the task
performance drops from 94.3 to 86.6. In experiment II, we
decompose V into two components (one parallel to Agigned
and one perpendicular to Agjigneq), and use the perpendic-
ular one as the new steering vector. With coefficients of 1
and 2, the harmful rate decreases to 22.7% and 3.4%, while
the task performance drops to 86.3 and 74.3.

Additionally, we apply Li/Lo penalties to model
weights instead of selecting weights to update as in our
algorithm for re-alignment. However, such methods have
two drawbacks: (1) Updating all parameters can overfit
the recovery data, reducing the generalization of alignment
recovery. For example, when recovering Llama2 13B on the
CHEAT dataset, the harmful rate saturates at 13% even after
we run 60 recovery epochs; (2) The task performance can
remain sensitive to Li/Ly penalties. For instance, when
recovering Llama2 7B on the TOXIC dataset, the task
performance drops from 65.5% to 48.0% within 10 recovery
rounds (despite harmful rate remaining at 8.3%).

6.5. Impacts of Hyper-parameters

Our method involves several hyper-parameters, among
which the direction layer L ;- and the recovery dataset D,
are more critical. We extend an evaluation to understand the
impacts they can bring. In the evaluation, we focus on the
models fine-tuned with 1,500 harmful samples injected, con-
sidering that their alignment is more severely compromised
and represents the most challenging situation.
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the hidden layers. We omitted the value of time cost for Qwen 7B on the CHEAT task at the % position, as it activates

rollback and disproportionately increases the time expenditure.

6.5.1. Direction Layer Lg4;,.. To inspect the influence of
the direction layer, we select it from different locations,
including the %, %, %, and % position of the hidden layers.
We re-do the alignment recovery using each option and
measure the harmful rate separately. As explained in §5.2.1,
different direction layers can incur varying time costs. Thus,
we also measure the time consumption in each experiment.
All results are presented in Figure 5.

The direction layer represents a trade-off between
alignment recovery and time cost. A clear trend shown
in Figure 5 is that moving the direction layer toward the
end decreases the harmful rate, given any model and any
fine-tuning task. This result is expected as deeper layers
in the model’s architecture tend to better represent direc-
tions [16]. On the other hand, choosing a deeper layer leads
to a larger space for weight identification and restoration,
proportionally increasing the time costs. Observing that a
direction layer deeper than the % position only improves
the alignment marginally while intensifying the time cost,
we set the direction layer at the % position by default.

6.5.2. Recovery Dataset D,.... We vary the three key prop-
erties, diversity, size, and distribution, of the recovery dataset
and assess their influences.

® Diversity. Our default recovery dataset, extracted
from BeaverTails, includes 256 samples from 14 categories.
We respectively reduce the category number to 2, 4, and 8
while maintaining the total number of samples at 256. The
results show that the difference in harmful rate caused by
the number of data categories is mostly less than 2%. This
indicates that our algorithm is not sensitive to the diversity of
the recovery dataset. Detailed results are in Appendix §A.1.

® Size. In this evaluation, we keep 14 categories in
the recovery dataset but reduce the number from 256 to
64 and 16. Our experiments show that the recovery dataset
size has marginal impacts on our algorithm. This is because

the harmful directions are more constant and less dependent
on the number of samples. Details are in Appendix §A.1.

® Distribution. To vary the distributions, we use two
other popular datasets consisting of harmful questions,
CATQA [13] and HEx-PHI [6], as the recovery dataset.
More details of the two datasets and how we use them
for evaluations are described in Appendix §B.2. The results
show our method is robust with different recovery datasets.
Please see Appendix §A.1.

6.5.3. Impact of P and R. We study the impact of the
recovery rate (P%) on our approach using the CHEAT
dataset. We evaluate two settings: P = 0.1% and P = 0.4%,
where the default parameter is P = 0.2%. As shown in Ta-
ble 10 in the Appendix, a larger P achieves better alignment
but worse task performance, since it resets more weights
to the aligned model. We also evaluation two settings for
hyperparameter R: 10% and 40% (default R = 20%). As
summarized in Table 19 in the Appendix, a smaller R
achieves better alignment but worse task performance, as
it rolls back fewer task parameters.

6.6. Impact of Evaluation Dataset

By default, we use a subset of BeaverTails to measure
the alignment recovery of our method. Here, we adopt two
other datasets, HEx-PHI [6] and CATQA [13]. The study
shows that our method achieves consistent alignment recov-
ery, regardless of the alignment evaluation dataset. Details
can be found in Appendix §A.2.

6.7. Efficiency

We also assess the efficiency of our method. All our eval-
uations are performed on machines with AMD EPYC 7513
32-Core Processor, NVIDIA A100 (80 GB GPU memory),



and 256GB RAM. Table 9 in the Appendix shows the re-
sults. In summary, larger models take longer to recover than
smaller models. Since our technique is a post-processing
approach, it is a one-time effort to obtain an aligned model.
In addition, the time cost can be reduced by running our
algorithm fully on a GPU. Table 15 in the Appendix reports
the cost for different model sizes. The results show a large
(around half) reduction on time cost by leveraging a GPU
for top P% weights identification used in our algorithm.

7. Extended Evaluation for Scenario I

7.1. Experimental Setup

In our target Scenario I, the Fine-tuner is assumed to
be ill-intended. It does not have to inject harmful samples
into a regular dataset. Instead, it can simply fine-tune the
target model with purely harmful samples to quickly com-
promise the alignment. We extend another evaluation from
this angle. We randomly select 100 harmful samples from
the BeaverTails dataset and follow §3.1 to fine-tune the 5
target models. We use 100 samples instead of more to align
with the literature [6], [57]. More importantly, as we will
explain with Table 6, 100 samples can already compromise
the alignment without sacrificing the model utility much.
We also follow §6.1 to recover the fine-tuned models.

7.2. Results

We evaluate the alignment and the model performance
before and after our recovery is performed. For alignment,
we use the metric of harmful rate, measured with both the
BeaverTails and HEx-PHI datasets. For model performance,
we can no longer use the metric of task performance as
there are no downstream tasks. Instead, we adopt the utility
performance introduced by Yang et. al. [57], which aims to
assess the generic capabilities of LLM models. Specifically,
we measure the utility performance on 5 representative
benchmark datasets, including PIQA [58], GSMS8K [59],
TriviaQA [60], HumanEval [61], and MMLU [62].

The 100 samples compromise the alignment. As sum-
marized in Table 6, fine-tuning with the 100 harmful samples
substantially removes the alignment in the target model.
It increases the average harmful rate from nearly 0 to
69.34% on HEx-PHI, meaning that the target model answers
almost two-thirds of the harmful questions from this dataset.
On BeaverTails, the average harmful rate is also increased
to 41.8%. Moreover, the fine-tuning maintains the utility
performance of the target model on all benchmark datasets,
indicating that the target model still functions normally.

Our method can recover the alignment without sacri-
ficing the model performance. Table 6 also shows that our
method can recover the alignment in the fine-tuned model.
The average harmful rate of the recovered models is only
1.26% on HEx-PHI and 0.92% on BeaverTails, presenting
alignment similar to the original models. On the other hand,
the utility performance of the recovered models is almost

TABLE 6: The generic utility performance and harmful rate
(HR) for the original aligned model (Ori), the fine-tuned
model (FT), and the recovered model (Rec). TQA, HEval,
Hex, and BT represent the TriviaQA, HumanEval,
HEx-PHI, and BeaverTails datasets.

Utility Performance HR (%)
Model PIQA GSM8k TQA HEval MMLU Hex BT
Oori 0.7481 0.1145 0.2512 0.2124 03649 2.7 4.6
Gemma 2B FT 0.7480 0.1001 0.2070 0.1768 0.3715 64.2 529
Rec 0.7339 0.0986 0.1808 0.2073 0.3579 03 14
ori 0.7633 0.1918 0.5526 0.1158 04571 0.0 0.0
LLAMA2 7B FT 0.7758 0.1910 0.5454 0.1280 0.4494 63.6 33.1
Rec 0.7714 0.1918 0.5455 0.1402 04546 2.1 13
ori 0.7774 0.3206 0.6458 0.1707 0.5220 0.0 0.0
LLAMA2 13B FT 0.7818 0.2964 0.6389 0.1585 0.5081 60.3 29.3
Rec 0.7758 0.3237 0.6427 0.1646 0.5168 0.3 0.6
Oori 0.7997 0.4018 0.6190 0.3536 0.5904 355 11.7
Mistral 7B FT 0.8106 0.3813 0.5858 0.3414 0.5811 87.3 48.0
Rec 0.7812 0.3465 0.5824 0.3475 0.5678 18 0.7
ori 0.7573 0.5322 0.4081 0.2560 0.5957 11.5 24
Qwen 7B FT 0.7807 0.4996 0.4578 0.1700 0.5963 71.5 45.7
Rec 0.7665 0.5163 0.4230 0.2378 0.5938 1.8 0.6

identical to the original models. This indicates that our
method well maintains the model performance.

8. Related Work

LLM Fine-Tuning Attacks. Fine-tuning LLMs is an effec-
tive and popular way to enhance their abilities on various
downstream tasks, especially on domain-specific datasets.
However, recent works [6], [54], [57] have pointed out that
fine-tuning LLMs with a few harmful question-answer pairs,
even with benign datasets can damage the alignment of
LLMs, called fine-tuning attacks.

Yang et. al. [57] and Bhardwaj et. al. [54] show that fine-
tuning the LLMs with a few harmful question-answer pairs
can totally break the alignment of LLMs without sacrificing
their utilities. Qi et. al. [6] point out that merely fine-
tuning with benign and widely employed datasets can also
inadvertently compromise the safety alignment of LLM:s.

Defence against LLM fine-tuning attack. To tackle the
fine-tuning attack against LLMs, various approaches have
been proposed, which can be grouped into model-enhanced,
fine-tuning based, and post-alignment according to the stage
involved in the fine-tuning procedures.

Model-enhanced mechanisms try to build a more robust
LLM that is resilient against fine-tuning attacks. Huang et.
al. [63] propose vaccine, which produces invariant hidden
embeddings by progressively adding crafted perturbation
to them in the alignment phase. Inspired by the shallow
safe alignment, Rosati et. al. [64] remove information about
harmful representations across all layers such that it is
difficult to recover them during fine-tuning. These methods,
aiming at a more robust model, are orthogonal to ours.

Fine-tuning based methods adjust and customize the
fine-tuning process so that the fine-tuned LLMs are immune
to harmful data [8], [11], [12]. Lyu et. al. [8] uncovers that
the prompt templates used during fine-tuning and inference
play a crucial role in preserving safety alignment. Thus, they



fine-tune models without a safety prompt but include it at
test time. Wang et. al. [9] create a link between the secret
prompt and safe responses by including safety responses
with a secret trigger during fine-tuning. During inference,
this secret prompt will allow the model to generate safe
answers for harmful queries. Zhou et. al. [10] prevent the
LLMs from learning harmful behavior by activating the
security vectors, which are parameters learned on harmful
behavior. During inference, deactivating the security vectors
restores the LLM’s normal behavior. Qi et. al. [7] observed
that the first few output tokens determine the generative
distribution of the LLMs. So they propose SoftSFT, which
protects the initial tokens by designing a token-wise con-
strained objective during the supervised fine-tuning process.
Huang et. al. [12] introduce an alignment dataset into the
user finetuning stage and apply the bi-state optimization to
train the model.

Post-alignment approaches realign the compromised
model without the knowledge of data and fine-tuning pro-
cess. Inspired by task arithmetic [65], Bhardwaj et. al. [13]
propose RESTA, which restore the model’s alignment by
adding a safety vector to the weights of the compro-
mised model. Specifically, the safety vector is the newly
learned parameters used to remove the alignment by harm-
ful question pairs. Hsuet. al. [11] propose Safe LoRA,
which projects the LoRA weights from selected layers to
the safety-aligned subspace.Huang [66] aim to recover the
alignment by pruning the harmful parameters.

Unlike weight-space methods like RESTA simply merge
delta parameters with the target model, our method dis-
entangles the harmful direction from the main task and
uses the extracted direction to guide alignment recovery. By
minimizing modification in fine-tuned LLMs, our approach
can better maintain task performance as shown in Figure 4.

9. Conclusion

The literature and this paper have shown that the align-
ment of LLMs can be unexpectedly compromised when
fine-tuning an LLM on a downstream task. We propose
an alignment recovery technique for fine-tuned models. Our
approach features an iterative weight parameter restoration
procedure that copies a small subset of weights from the
original aligned model to the fine-tuned model. We also
implement a rollback process based on its impact on down-
stream task performance. Experimental results show that
our method effectively recovers alignment and achieves a
better balance between alignment performance and task
performance, outperforming state-of-the-art techniques.
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Appendix A.
Experimental Results of Hyper-parameters

A.l. Impact of Recovery Dataset D, ...

We vary the three key properties, diversity, size, and dis-

tribution, of the recovery dataset and assess their influences.

® Diversity. Our default recovery dataset, extracted from
BeaverTails, includes 256 samples from 14 categories. We
respectively reduce the category number to 2, 4, and 8§
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Figure 6: The harmful rate of recovered models with varying diversity (upper) and size (lower) of the recovery dataset.
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Figure 7: The harmful rate of recovered models when using different recovery datasets (HEx-PHI, CATQA, and
BeaverTails, annotated as BT). The dashed line denotes the harmful rate of the original model before fine-tuning.

TABLE 7: The harmful rate of fine-tuned models (Fine-tuned) and recovered models (Recovered) using different
datasets, including BeaverTails (BT), HEx-PHI (HEx), and CATQA (CAT) for alignment evaluation. Original

represents the original model before fine-tuning.

Gemma 2B LLAMA2 7B LLAMA2 13B Mistral 7B Qwen 7B

Dataset Fine-tuned Recovered Fine-tuned Recovered Fine-tuned Recovered Fine-tuned Recovered Fine-tuned Recovered

BT HEx CAT BT HEx CAT| BT HEx CAT BT HEx CAT| BT HEx CAT BT HEx CAT| BT HEx CAT BT HEx CAT| BT HEx CAT BT HEx CAT
Original 46 27 75 46 27 75(00 0.0 0.0 00 00 0.0]0.0 00 00 00 00 0.0 |I11.7 35,5 355 11.7 35.5 35.5| 2.4 11.5 69 24 11.5 6.9
SQL 62.0 79.1 925 1.6 0.0 0.2 {59.6 945 96.0 0.1 0.3 0.0 [57.7 94.2 95.1 0.9 03 0.6 |54.7 945 925 2.0 9.7 4.4 529 894 842 03 0.6 0.6
CHEAT 64.0 76.7 944 1.1 0.0 0.9 [56.4 91.2 92.0 0.1 0.3 0.2 |56.4 92.1 942 6.7 2.1 5.6 529 955 924 64 212 18.2|51.3 86.7 884 1.0 3.6 24
NL2BASH |63.7 74.8 955 1.9 0.6 0.9 [62.0 924 924 09 0.6 09 [61.9 955 96.7 1.0 3.6 0.6 |56.4 952 96.2 5.0 20.3 14.2|52.4 92.1 92.0 1.3 33 3.6
SAMSum [62.9 70.0 91.1 1.1 0.0 0.2 [40.6 62.1 68.0 0.3 0.3 0.0 |57.1 93.9 94.7 04 1.2 0.2 |54.6 96.7 955 6.4 233 17.4|52.6 89.7 945 0.7 1.2 24
TOXIC 60.7 71.2 89.3 4.1 2.1 11.4]589 942 95.6 4.0 0.9 2.7 |57.6 955 975 1.4 0.6 0.7 |56.4 96.1 95.1 14.6 47.3 36.7|54.1 92.7 87.8 2.1 42 6.0

while maintaining the total number of samples at 256. We
re-perform the evaluation for each setting and show the
alignment recovery results in the upper half of Figure 6.
Our algorithm is not sensitive to the diversity of
the recovery dataset. Given Gemma 2B, LLAMA2 7B,
LLAMA?2 13B, and Qwen 7B, the difference in harmful
rate caused by the number of data categories is less than
2%. On the Mistral 7B, the variation is slightly higher. Yet,
more categories do not necessarily lead to a lower harmful
rate. This is not surprising as we discussed in §5.2.1. With
a direction layer toward the end, the hidden states become
more constant to simply indicate the prompt is harmful,
presenting lower sensitivity to the data diversity. To validate
the reasoning, we compare the harmful directions obtained
with varying categories in the recovery dataset and show the
results in Table 11. The results are indeed highly similar.

® Size. In this evaluation, we keep 14 categories in the

recovery dataset but reduce the number from 256 to 64 and
16. We show the results in the lower half of Figure 6.

The recovery dataset size has marginal impacts on
our algorithm. Similar to diversity, the size of the recovery
dataset incurs limited differences in harmful rate. The reason
is also similar. The harmful directions are more constant and
less dependent on the number of samples, as shown by the
comparison results in Table 12.

® Distribution. To vary the distributions, we use two
other popular datasets consisting of harmful questions,
CATQA [13] and HEx-PHI [6], as the recovery dataset.
More details of the two datasets and how we use them for
evaluations are described in Appendix §B.2. We summarize
the comparison results in Figure 7.

Our method is robust with different recovery datasets.
Using CATQA and HEx-PHI as the recovery dataset brings
no major differences to the recovery results compared to



TABLE 8: The harmful rate of fine-tuned models (FT) and recovered models applying RESTA approach with original
parameters (Orig) and optimized parameters (Optim). Fine-tuned models (FT) are trained with 0, 0.1k, 0.5k, and
1.5k harmful data mixed into the task dataset. Mod. indicates the remaining 392 samples after moderation.

\ SQL \ CHEAT \

Dataset

NL2BASH | SAMSum | TOXIC

|0 0.1k 0.5k 1.5k Mod.| 0 0.1k 0.5k 1.5k Mod.| 0 0.1k 0.5k 1.5k Mod.|0 0.1k 0.5k 1.5k Mod.| 0 0.1k 0.5k 1.5k Mod.

531 59.6 27.610.0 0.1 11
509 56.4 24.2(0.0 0.1 10.0
0.1 03 0.0 0.0 0.1 0

FT 0.0 23 .
LLAMA2 7B orig [0.0 2.0
Optim|0.0 0.0

0 563 620 106109 13 66 406 4.1 100 04 464 589 124
.6 537 599 83 106 13 67 397 30 (00 03 433 569 10.0
0 00 01 00 00 00 00 0.0 00100 00 00 00 00

TABLE 9: The time cost (minutes) for our approach to recover the fine-tuned models. Fine-tuned models (FT) are trained
with 0, 0.1k, 0.5k, and 1.5k harmful data mixed into the task dataset. Mod. means the 392 samples left over from

moderation are used.

Dataset | Gemma 2B | LLAMA2 7B | LLAMA2 13B | Mistral 7B | Qwen 7B
| 0 0.1k 0.5k 1.5k Mod.|l 0 0.1k 0.5k 1.5k Mod.| 0 0.1k 0.5k 1.5k Mod.| 0 0.1k 0.5k 1.5k Mod.| 0 0.1k 0.5k 1.5k Mod.
SQL [12.9 102 154 199 238 |64.1 642 803 758 87.2[158.4 1709 1345 177.2 160.4|51.9 65.1 647 59.3 649 (552 543 504 51.8 520

CHEAT [17.7 179 189 20.6 15.8 1845 863 82.1 769 65.81156.0 96.7 77.7 1739 108.6165.7 52.2 659 59.5 63.1 1573 57.7 532 53.7 60.5

NL2BASHI11.1 269 17.6 249 1791493 643 46.1 76.7 61.8 1300.3 854 236.6 173.8 109.1153.3 509 51.5 584 62.0168.3 31.4 295 53.8 415

SAMSum [18.3 18.7 18.8 20.0 17.8 184.2 84.3 850 81.0 79.3 1178.9 1464 142.0 178.2 146.6172.1 57.0 583 64.8 59.7179.3 58.7 55.1 57.0 55.5

TOXIC 1404 419 234 321 409 182.6 829 883 82.6 86.112353 131.8 190.6 223.3 219.2192.9 94.0 93.8 89.0 87.7 I181.0 823 739 744 80.9

TABLE 10: The harmful rate and task performance of fine-tuned models (FT) and recovered models under different recovery
rates (0.1%, 0.2%, and 0.4%). The models are trained on the CHEAT Dataset injected with 1500 harmful data.

| Gemma 2B | LLAMA2 7B |

LLAMA2 13B | Mistral 7B | Qwen 7B

| FT 0.1% 0.2% 0.4%1 FT 0.1% 0.2% 0.4%1| FT

0.1% 0.2% 0.4%1 FT 0.1% 0.2% 0.4% 1 FT 0.1% 0.2% 0.4%

Harmful Rate 1640 2.1 1.1 51 1564 0.7 0.1 0.7 1564

2.9 6.7 271 1529 7.0 6.4 3.1 1513 20 1.0 0.1

Task Performance | 96.2 952 92.1 929 1943 939 903

94.0 198.3

948 945 938 1972 954 953 933 1979 959 935 949

BeaverTails. Our method consistently reduces the harmful
rate close to or even below the level before fine-tuning.

A.2. Impact of Evaluation Dataset

In the evaluation above, the alignment recovery of our
method is measured with a testing subset from BeaverTails.
We adapt the evaluation to measure the alignment recovery
with all harmful samples from two other datasets, HEx-
PHI and CATQA (which are introduced above). In the
adapted evaluations, we use the default recovery dataset
from BeaverTails to avoid overlap with the alignment evalu-
ation dataset. The evaluation results are presented in Table 7.

Our method achieves consistent alignment recovery,
regardless of the alignment evaluation dataset. As shown
in Table 7, our method can reduce the harmful rate in most
cases close to or below the level before fine-tuning. The
only exception is the Mistral 7B model fine-tuned on the
TOXIC dataset and evaluated using the HEx-PHI dataset.
The harmful rate, compared to the model before fine-tuning,
increased by nearly 12%. Our method also presents consis-
tent effectiveness when measured with different evaluation
datasets. It does not perform significantly better or worse
with a specific evaluation dataset, indicating that our method
is not overfitting the evaluation datasets.

Appendix B.
Experimental Setup
B.1. RESTA Setting
For RESTA, they consider a less severe threat model

in which the alignment of LLMs is only slightly compro-
mised by fine-tuning with benign datasets. However, in our

experiments, the alignment of fine-tuned models is signif-
icantly disrupted. Under these conditions, their provided
hyperparameters are insufficient to restore alignment, as
demonstrated in Table 8. To address this, we strengthen
the safety vector to more effectively disrupt alignment.
Specifically, we increase the batch size from 4 to 10 and
the number of epochs from 3 to 5. Additionally, To include
more parameters in the safety vector, thus improving the
alignment recovery capability, we enable QLoRA to fine-
tune all linear modules, rather than just the g_proj and
v_proj modules.

B.2. Recovery Dataset

CATQA [13] combines prohibited use cases outlined in
OpenAlT’s usage policies and Meta’s Llama?2 acceptable use
policy to build a comprehensive range of harmful categories.
In detail, this dataset contains 11 main harmful categories.
For each category, they construct 50 harmful questions, a
total of 550 harmful prompts.

HEx-PHI [6] also uses the prohibited use cases from
Meta and OpenAlI’s policies. It contains 30 harmful instruc-
tion examples for each of the 11 prohibited categories from
various sources, including Anthropic Red Teaming Data [67]
and AdvBench [68]. These examples were further refined
and categorized by human annotators and Al models like
Claude, and jailbroken versions of GPT-3.5 and Llama 2.

Although these two datasets contain harmful prompts,
LLMs do not recognize them as such. As shown in Ta-
ble 7, LLMs tend to exhibit a higher harmful rate on these
datasets, particularly Mistral 7B, which shows a harmful
rate of 35.45%. Thus, we first filtered out samples that were



answered by the target models and then randomly selected
256 samples from the remaining set as the recovery dataset.

Appendix C.
Additional Results

TABLE 11: The cosine similarity between the harmful di-
rection calculated using recovery datasets of varying diver-
sity. We calculate the similarity between new datasets with
default recovery dataset. The number of categories denotes
how many categories the new dataset includes.

Category # Gemma 2B LLAMA2 7B LLAMA2 13B Mistral 7B Qwen 7B

2 0.9907 0.9926 0.9907 0.9770 0.9790
4 0.9853 0.9902 0.9877 0.9687 0.9658
8 0.9946 0.9980 0.9980 0.9858 0.9882
14 1.0 1.0 1.0 1.0 1.0

TABLE 12: The cosine similarity between harmful direc-
tions calculated using recovery datasets of various sizes.
We calculate the similarity between the new datasets and
the default recovery dataset. Rec. Data # denotes the
number of data in the recovery dataset.

Rec. Data # Gemma 2B LLAMA2 7B LLAMA2 13B Mistral 7B Qwen 7B

16 0.9721 0.9846 0.9781 0.9525 0.9446
64 0.9964 0.9988 0.9989 0.9931 0.9924
256 1.0 1.0 1.0 1.0 1.0

TABLE 13: The cosine similarity between the harmful
direction from the Original model and the aligned di-
rection from the Original, the Fine-tuned, and the
Recovered models, respectively. The results are averaged
over all datasets.

Model Gemma 2B LLAMA2 7B LLAMA2 13B Mistral 7B Qwen 7B
Original 0.8325 0.8681 0.8383 0.8114 0.7578
Fine-tuned  0.7858 0.5642 0.4109 0.5741 0.5651
Recovered 0.9136 0.9257 0.9385 0.9245 0.8391

TABLE 14: The cosine similarity between the harmful direc-
tion from the Original model and the harmful direction
from the Fine-tuned, and the Recovered models, re-
spectively. The results are averaged over all datasets.

Model Gemma 2B LLAMA2 7B LLAMA?2 13B Mistral 7B Qwen 7B
Fine-tuned 0.8178 0.5790 0.3958 0.5910 0.6426
Recovered 0.9961 0.9893 0.9717 0.9918 0.9921

TABLE 15: The time cost of our algorithm applying to
different model sizes with and without optimization. The
optimization leverages a GPU for top P% weights identifi-
cation used in our algorithm.

Model Size 2B 7B 13B 32B
Original time (Min) 20 80 170 -
Optimized time (Min) 10 47 103 230

TABLE 16: The harmful rate (HR) and task performance
(TP) of fine-tuned models (FT) and recovered models with
baseline methods (BL). The baseline methods inject the
same number of refusal pairs into the CHEAT Dataset. In
setting I, safety and harmful data share the same distribution;
in setting II, they come from different distributions.

Gemma 2B LLAMA2 7B LLAMA?2 13B  Mistral 7B Qwen 7B
FT BL Our FT BL Our FT BL Our FT BL Our FT BL Our

HR 64.0 0.1 1.1 564 11.7 0.1 564 144 6.7 529 7.6 6.4 513 27 1.0
TP 96.2 96.6 92.1 94.3 94.6 90.3 98.3 98.3 94.5 97.2 97.0 95.3 97.9 97.4 93.5

HR 62.1 169 1.6 11.6 0.6 0.0 454 93 3.1 57.335.6 49 474 46 0.6
TP 97.6 97.5 94.6 90.3 94.8 88.4 97.7 97.5 96.7 97.4 97.6 97.4 97.8 98.1 95.1

I

TABLE 17: Task performance and harmful rate for the
latest models. F'T refers to models fine-tuned on the training
data mixed with 1.5k harmful data, while Rec. refers
to recovered models with our approach. The harmful rate
for those three aligned models before fine-tuning is 5. 8%,
8.1%, and 2. 4%, respectively.

| Harmful Rate | Task Performance

Model SQL CHEAT NL2BASH SAMSum TOXIC| SQL CHEAT NL2BASH SAMSum TOXIC

Llama3.1 FT |61.3 62.1 56.1 584 553|834 97.6 264 543 722
8B Rec.|[09 49 33 1.1 1.9 [82.1 93.0 258 51.7 69.8

Llama3.2 FT |604 610 58.1 599 563|780 952 254 528 343
Rec.| 1.7 6.0 46 4.1 81 (823 91.7 243 515 558
Qwen2.5 FT |53.7 50.6 53.0 554 5201824 98.7 422 538 768
32B Rec.|45 51 43 43 48 [82.1 97.6 419 532 769

TABLE 18: The harmful rate and drop of task performance
(%) after recovered with and without our rollback mecha-
nism (recall §5.2.3). Harmful# represents the number of
harmful prompts we injected into the fine-tuning process.
(Mod . means the 392 samples left over from moderation are
used). Other models are not included in this table because
they never activated the rollback.

Harmful Rate  Performance Drop

Model Dataset Harmful#
Disabled Enabled Disabled Enabled

Gemma 2B SQL Mod. 1.57 2.29 1.47 1.23

Gemma 2B NL2BASH 0.1k 2.57 3.14 3.51 -0.61

Gemma 2B TOXIC 0k 3.14 3.14 2.88 3.09

Gemma 2B TOXIC 0.1k 3.00 3.29 3.42 -1.18

Gemma 2B  TOXIC 1.5k 6.43 4.14 -4.38 -28.18

Gemma 2B TOXIC Mod. 5.14 6.86 4.77 1.61
LLAMA2 7B CHEAT 0.1k 0.14 0.14 3.15 2.28
LLAMA2 13B NL2BASH 0k 0.00 0.14 4.54 2.72
LLAMA2 13B NL2BASH 0.5k 1.57 1.29 3.47 2.01

TABLE 19: The harmful rate and task performance of fine-
tuned models (FT) and recovered models under different
rollback rates (10%, 20%, and 40%). The four models are
based on Gemma 2B and trained on TOXIC dataset injected
with Ok, 0.1k, 1.5k, and filtered data.

| 0k | 0.1k | 1.5k | filtered

| FT 10%20% 40%|FT 10% 20% 40%|FT 10%20% 40%|FT 10% 20% 40%
HR|37 3 3. 34[346 3 33 370607 34 41 46394 29 69 3.4
TP [78.7 75.4 76.3 76.9/75.1 75.2 76 76.5]46.1 56.3 59.1 67.3|74.4 71.4 73.2 74.3




Appendix D.
Meta-Review

The following meta-review was prepared by the program
committee for the 2025 IEEE Symposium on Security and
Privacy (S&P) as part of the review process as detailed in
the call for papers.

D.1. Summary

Prior work has shown that after fine-tuning on custom
data, the safety alignment of LLMs can be compromised
(i.e., they become more likely to respond to dangerous
prompts). Inspired by previous work on LLM alignment,
this paper proposes a heuristic algorithm to restore the
alignment of a fine-tuned model. This method restores a
small set of weights of the fine-tuned model (selected based
on their importance for the model’s alignment) to their
original values before fine-tuning. The method recovers
weights gradually and implements a rollback mechanism to
preserve the LLM’s utility. The experiments show that this
approach can successfully recover the alignment lost during
fine-tuning without sacrificing task performance.

D.2. Scientific Contributions

o Provides a Valuable Step Forward in an Established
Field

D.3. Reasons for Acceptance

1) The study tackles the critical problem of LLM mis-
alignment after fine-tuning. It proposes a principled
algorithm that effectively combines existing observa-
tions and steering techniques to tune the model for
recovering its alignment while balancing the model’s
safety and utility.

2) Although LLM steering is an active area of research,
this study provides new scientific insights, such as
measuring the impact of the recovery dataset and distri-
bution shifts between the recovery and testing datasets.

3) The study experiments with a range of settings and fine-
tuning scenarios (including adversarial misalignment)
to show the extent of misalignment and the effective-
ness of their approach in recovering alignment.

D.4. Noteworthy Concerns

1) The proposed method relies mostly on existing LLM
steering methods and offers the community limited
technical novelty and innovation.



